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1. Intrbduction 

The technique of interpenetrating sam- 
ples was introduced by Mahalanobis in 1937 
in jute acreage surveys in Bengal mainly for 
statistical control. Mention of its use in 
checking the work of field investigators is 
made in his 1939 paper where the theory be- 
hind his method of crop acreage estimation 
is discussed. Subsequently it was developed 
( Mahalanobis, 1944, 1946) and it is now used 
in practically all surveys conducted by the 
Indian Statistical Institute. The United 
Nations Subcommission on Statistical Samp- 
ling (1949) has recommended its use and has 
also suggested the alternative term "repli- 
cated sampling." 

The technique consists in drawing two 
or more sets of samples from the same popu- 
lation using the same sampling procedure for 
each set of samples. There are two variants 
of the technique; one when the samples are 
statistically independent and the other when 
they are not so. 

The sets of samples will be independent 
if each set is replaced after the entire 
drawing is completed. Consider for example, 
a multi -stage sampling procedure when k sets 
each containing m first -stage units, are to 
be drawn from a given stratum. Starting 
from the first set, all of the m first -stage 
units (as a set) must be replaced before the 
second set is drawn and so on; this will en- 
sure statistical independence between the k 
sets in the context of any given probability 
system. Within a set the sampling at the 
first stage and each subsequent stage may be 
any type provided only that the units are 
selected according to some probability sys- 
tem constructed for that stage. This appears 
to be the most general definition of indepen- 
dent interpenetrating or replicated samples 
defined by Lahiri (1954) in a terminology 
slightly different from mine. It will be 
seen that when sampling is carried out with 
replacement of each first -stage unit, inde- 
pendent interpenetrating samples of a special 
type are obtained. (In this situation m = 1.) 

The seta of samples will not be statis- 
tically independent if the constituent units 
of one sample are in some way associated or 
linked with those of another. Regardless of 
whether or not the sets of interpenetrating 
samples are independent, appreciable dis- 
agreement between the estimates from each 
set will indicate, in some sense, the dis- 
crepancies in observation. 

There has been much controversial dis- 

cussion (particularly in India) on the use of 
the technique in the assessment or control of 
observational, enumeration and response 
errors' (Panse.and Sukhatme 1948, Yates 1949; 
Ghosh 1949, 1957; Mokashi, 1950; Sukhatme, 
1952; Sukhatme and Seth, 1952; Cochrane, l95. 
and it will not be discussed in this paper. 
Yates also discusses the question of estima- 
ting sampling errors using estimates from the 
independent samples. In both review articles 
Ghosh comments on the estimation of sampling 
errors and the "margin of uncertainty" 
(Indian National Sample Survey, 1956). His 
second article contains some references not 
cited here. Lahiri (1954) in his monograph 
discusses the practical and theoretical 
aspects of the problem of estimating sampling 
errors of various population estimates 
(totals, means, ratios) and the problem of 
confidence limits for them, but he gives more 
attention to the problems of design very 
relevant to Indian conditions. 

Apart from the problem of non -sampling 
errors which will always be enmeshed in the 
estimate of the sampling variance, Yates, 
Ghosh, Cochrane and Lahiri are all of the 
view that the estimation of sampling errors, 
using estimates obtained from the independent 
samples, will not be precise because of the 
small number of degrees of freedom. This 
view will be examined later. 

Finally, in regard to previous work re- 
lated to this subject, Deming (1956) and 
Flores (1957) have reported on and discussed 
theoretically a type of sample design with 
very desirable properties, which in the 
writers view, does not strictly fall into the 
category of sample designs resulting from the 
principle of the technique, i.e., drawing two 
or more samples using the same sampling pro- 
cedure. Jones (1956) has elaborated on 
Deming's ideas for this type of design. 

In this paper (i) the technique of inde- 
pendent interpenetrating samples in its most 
general application will be examined from a 
theoretical standpoint; (ii) the problem of 
efficiency of linear estimates for multi- 
stage designs will be discussed; (iii) con- 
fidence intervals which do not depend on the 
distribution of the estimates will be given; 
and (iv) applications in which there is much 
theoretical uncertainty about the use of the 
method will also be discussed. 

'This question has been discussed by Hansen 
et al. (1951) from a different point of view. 



2. Theoretical basis of the technique 

There is a certain probability system 
which shows the probabilities according to 
which each sampling unit is to be selected 
at each step (stage or phase) in sampling 
down to the ultimate unit which may or may 
not be the unit of analysis. This proba- 
bility system defines the way by which each 
set of samples is to be drawn. It is ab- 
stract and we may say that the frame, which 
describes the units at each step in the 
savoling procedure, and the method of samp- 
ling which ensures that the units are sel- 
ected with probabilities prescribed by the 
system, are its real counter parts. 

We draw k sets of independent samples 
each by the same sampling procedure and with 
probabilities prescribed by the system and 
we recall that each set is replaced prior to 
drawing the next set. Because of the identi- 
ty of the sampling procedure each set of 
samples will be identical in structure. This 
means that at a given step in sampling, a 
given set will have the same number of samp- 
ling units as the other sets. Hence each 
set of samples will have the same number of 
ultimate sampling units. 

An example at this stage may be useful. 
Suppose we have a frame which shows two 
strata. In Stratum I there are N elements. 
In Stratum II there are M clusters each con- 
sisting of Ni elements (i =1, 2,...,M). We 
desire two sits of independent interpenetra- 
ting samples, a and a'. Each set is to con- 
sist of n elements from Stratum I and n ele- 
ments each (at the second stage) from two 
clusters selected at the first stage from 
Stratum II. It is given that n is smaller 
than the size of the smallest cluster of 
Stratum II. The probability system is de- 
fined as follows: 

Stratum I: Probabilities are equal and the 
units are not replaced after each draw. 

Stratum II: Probabilities are equal at each 
stage and the units are not replaced after 
each draw and in each stage. 

Consider the drawing of sample s according 
to the probability system just defined. In 
Stratum I n elements are selected; in Stra- 
tum II clusters i and j are selected at the 
first stage, and n elements from each of 
these clusters are selected at the second 
stage. Then the total probability of draw- 
ing the sample (of an aggregate size 3n) is 

. 1 

n) ni) 

(1) 

After this drawing, in Stratum I the n ele- 
ments are replaced and in Stratum II the 
selected elements of clusters i and j are 
replaced. Another drawing is now made by 
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the same sampling procedure to obtain sam- 
ple s'. Suppose this time clusters i' and j' 

are obtained. Then 

Pst / (2) 

Altogether there are 

s ()(i) 
j 

(3) 

possible samples, and therefore S possible 
estimates for a given characteristic. Sam- 

ples s and s'are clearly statistically inde- 
pendent. Further 

S P 
521 

(4.1) 

This discussion illustrates the concept 
of the probability system (which is a con- 
struct), and the procedure of selecting the 
two sets of independent samples. Because of 
the replacement of the first set, some ele- 
ments may appear again in the second set. If 

they appear again, they are not rejected. In 

the foregoing illustration the selection 
probabilities are equal but generally they 
need not be so. The probability system can 
be constructed to make each estimate more 
efficient in some serse. So also the frame 
can be constructed (in respect of the number 
of strata, the composition of the hierarchy 
of units incident to the stages (or steps) 
in sampling) to increase efficiency in some 
defined sense. The classical theories given 
in text books have discussed many of these 
problems. 

With these preliminaries we resume where 
we left off at the second paragraph of this 
section. Let P be the probability of draw- 
ing a set of samples from a population or 
universe described by a framer according 
to a most general probability system JP. 
As explained above both {and can be con- 
structed (or chosen) so that their state (or 
condition) predisposes the resulting esti- 
mates to have, in some sense, some desirable 
property or properties. 

There are k mutually independent seta of 
samples each of which appears with probabili- 
ty P not necessarily equal to that of the 
othePs. If we need to distinguish between 
the samples and their respective probabilities 
we may attach subscripts to s. Thus will 
denote the independent set of samples and 
P its corresponding probability. We will 

t 

have 

= (4.2) 
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Let T be some estimate of a population value 
T, computed on the basis of values revealed 
by sample s. T may be a mean value or a 
population total, in which case it is a 
linear function, or a ratio or some function 
of the values of one or more characteristics 
of the elements of . We have 

and 

.;(Ts) = (5) 

V(Ts) = Ps(T 
s 

- Ts) 
(6) 

Since the sampling procedure for each 
set is the same, each of the k estimates Ts 
(computed by some formula), will have an 
identical variance liven by (6) above. 

Let us consider the estimate T in itself 
which is made up of n ultimate sampling units. 
Suppose we are estimating some population 
value such as 

T aifi (7) 

where f(x.,y.,...) is a known single -valued 
function óf the musurable characteristics 
observed on the i- element (ultimate samp- 
ling unit) at the last step in sampling and 
the a.'s are known constants specific to each 
i. shall give concrete meaning to (7) 
shortly. For the purpose of a general discus- 
sion it is not necessary to specify the loca- 
tion of the ultimate unit i (e.g., its loca- 
tion in the hierarchy of units) in the frame 
Sr. In this situation we can obtain an 
unbiased estimate of T, linear in f., as 
follows. Let 

Ts = R. (8) 

where each R. is a weight to be ttached to 
each f.. Now f. is defined above and can be 
computéd on thelbasis of values revealed by 
i. For T to be unbiased we must determine 
the Ri 's 

Ts 
that 

E(Ts) = 

iBs 

i.e., 

R.f. 

ics 

R. 

f1 ) P 
a. 

s'i 

(9) 

That is we must have 

R. 

a. = 1 for every iE 
i 

(10) 

There are as many such equations (10) as 
there are elements in the universe . But 
the total number of R.'s is nS where, it will 
be recalled, n is thelnumber of ultimate 
sampling units in each set of samples and S 
is the number of possible samples. If 
is the total number of elements then 

nS 

and therefore the equations (10) can be 
solved. If S'is the number of samples which 
include i, then one set of solutions is ob- 
tained by choosing 

= 
P 

for all i. 
s 

Hence we find 

1 Ts aifi . (12) 

For example if we are estimating the total 
characteristic 

of a finite population of size N with a sample 
of size n drawn with equal probabilities and 
without replacement, then ai = 1, fi = xi for 

all i and S' and Ps = l //N\ , so that we 
n) 

find Ts = 
n 

a familiar formula. 

i=1 
By and large the estimating functions 

we may use may not turn out to be unbiased. 
Further it can be proved (with essentially the 
same approach adopted by Koop (1957)) that 
generally no minimum unbiased estimator to 

estimate T = ' aifi exists.' Earlier 

this was proved by Godambe (1955) with a less 
general formulation of the problem. 

On the basis of the k independent esti- 
mates, T , we wish to estimate T. The best 
linear cgmbination of the k estimates will be 
given by 

'Minimum unbiased linear estimators exist only 
in the special case when the units are selec- 
ted with equal probabilities. 



T'. 
k 

( Ts + + Ts ) . 
1 k 

(13) 

Clearly if each T is unbiased then T' will 
be unbiased. Regarding the variance of T' we 
have 

k 
V(T') = V(T ) 

s 
+ Cov(T 

k 
t 

t=1 
t 

We will find 

V(T1) = V(Ts) 
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an extremely simple formula (16) for the 
estimation of sampling variances whatever 
the design of the sample. As Lahiri has 
remarked, the calculation of estimates of 
variance by classical methods will involve, 
for a normal sample survey, very heavy com- 
putational work because of squaring numbers 
many hundreds of times when the classical 
formulas underlying the sample design are 
used. When two independent interpenetrating 
samples are used, we will find 

(T')= ( Ts - T ) 
2 

(14) 2 

since the estimates are statistically inde- 
pendent so that Cov(T , T ) = 0, and each 

st st' 

has uniform variance given by (6) above. 

It is not difficult to show that V (Ts), 

the unbiased estimate of V(T8), is given by 

k 

(Ts) -(Ts - T')2, (15) 

t=1 t 

so that 

V (T') (T 
s 

-T')2, (16) 

t=1 

which is of the same type as the formula for 
the sampling variance of the mean of an in- 
finite population which was also noted by 
Lahiri (1954) but not proved. 

Coming back to the estimate T'given by 
(13), had we adopted an alternative linear 
estimate 

k 

t 
t =1 

k 

where at 1, we will find that 

t =1 

) at V(Ts ) = V. 

t=1 t t=1 
st 

By the use of the Cauchy inequality it can 
be shown that V attains a minimum when 

a = for all t and this leads to (13) and 
t 

(14). 

Thus we find that the method of inde- 
pendent interpenetrating samples leads to 

(17) 

which is very simple for computational pur- 
poses. 

by 
Also the standard error of T'is given 

(V2) IT - T 
s2 

I (18) 

This formula is very suggestive. If we are 
carrying out, say, a demographic survey by 
the use of two independent interpenetrating 
samples and we desire to know the standard 
error of each estimate of the total charac- 
teristics, all we have to do is to tabulate 
the estimates of totals from each interpene- 
trating sample separately and compare the 
corresponding cells of the tables and apply 
(18). In the light of this discussion many 
of the estimates of the Indian National 
Sample Survey display a high degree of accu- 
racy despite the possibility of the presence 
of non - sampling errors, which obviously will 
be enmeshed in the estimate of the variance. 
Elsewhere the possibility of evaluating 
these errors by experimental design has been 
mentioned (United Nations, 1949). 

Finally in discussing the theoretical 
basis of the technique the barest assumptions 
about the nature of the framer and the 
probability systemm have been made (i.e., 
only their existence). If it is admitted 
that the universeiW is divided up into h 
strata, then 

h (i) 
= Ps (19) 

where is the probability of obtaining 
one setsof k independent samples for stratum 

(i =1, 2...h) obtained by the same samp- 
ling procedure as the remaining k -1, and we 
will have 

P(i) =1 (20) 

for all possible s in stratum i. Also we 

will have 
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n Let be one of the set of k interpenetrating 

Ts = , (21) samples. Then an unbiased estimate of T will 
be given by 

i =1 

where the T(1) are the separate independent 
stratum estimates so that (6) reduces to 

h 

V(Tg) = V(T(s 
i)) 

i=1 

(22) 

in view of (19). Of course (22) can also be 
proved starting with (21). The unbiased 
estimate of V(Ts) will then be 

= X' 
m 

ics 
(24) 

To determine the variance of T' we shall ap- 
ply Madow's theorem (1949). We find 

V(T ') 
s 

= 

m 

V(E( 

i =1 

Tics) ) 

h (25) 

V (Ts) (23) 

i=1 

and each V (T(1)) can be estimated by for- 
mula of the same algebraic form as (16). 

3. Relative efficiencies of linear estimates 
for multistage designs 

We shall first consider a somewhat gen- 
eral sample design where sampling at the 
first stage is with unequal probabilities 
and with replacement and leave unspecified 
the probability system for the subsequent 
steps (stages and /or phases) in sampling. 

Let the population or universe consist 
of M first stage units which can be identi- 
fied by . To estimate a certain total 
characteristic T we select k independent sets* 
of interpenetrating samples each containing 
m first -stage units each of which is replaced 
after drawing. In each set at each subse- 
quent step in sampling predetermined number 
of unite is drawn. Let 0 be the proba- 
bility of drawing the first -stage unit 

M 

where P = 1. Here the probability sys- 

1 =1 

tem 1 consists of the set of probabilities 
the remaining unspecified sets corres- 

ponding to each step in sampling. 

E(V( X1 lies) ) 

We find E( Xi Xi and 

i=1 

lies) _ = a V(Xi) 

i=1 i=1 

If we define the probability system and the 
procedure of sampling after the first stage, 
V(X1) can be determined by repeated applica- 
tioñ of the theorem. We now have 

V(TB) = (Xi-T)2 +mE(V(X')) 

i=1 

(26) 

= (Xi-T)2 + E(V(Xi) ) 

i=+1 

We have k sets of independent samples. The 

best estimate of T will be 

Let Xi be the true total in unit i and 
X' the unbiased estimate of X calculated on 

the basis of estimates from the subsequent 
= k (Tel + + 

) 

steps in sampling. 

*One may wish to know why k sets of samples 
are taken. One practical reason is that if 
one or more sets are ruined(say be non -res- 
ponse or other unforeseen difficulties) the 
others will still permit valid estimation. 
Therefore the survey is not entirely a loss. 
We are. playing safe. 

and 

V(T') = 

(27) 

(28) 

Had we taken a direct sample of mk first stage 
units and then sampled the subsequent units 
by the same procedures (which will mean that 
the number of samples taken at each step will 



be the same) then the unbiased estimate of T, 
T ", will be given by 

T" E X' 

i=1 

and 

(29) 

M 

V(T") = (Xi-T)2 + E(V ) (30) 

Clearly V(T") V(T') so that when sampling is 
carried out with replacement at the first 
stage the estimate obtained by taking the 
arithmetic average of the separate independent 
estimates is as efficient as the estimate from 
a single sample.of.equivalent size. 

Next consider the case when we sample 
the first -stage units without replacement and 
with equal probabilities from the same uni- 
verse as above. The units at the subsequent 
stages are selected by some scheme which we 
shall leave unspecified. Suppose we take k 
sets of independent interpenetrating samples 
with m units at the first stage;then using 
sample, , the estimate of the population 

total T will be given by 

m 
ics 

(31) 

where X is an unbiased estimate of X. We 

will find 

2 
V(T ) = M2 + (ii) ) (32) 

t 

where 2, is the variance of the first -stage 
units defined with divisor M -l. If we take 
an arithmetic average of the k estimates 

T' = T (33) 

t =1 

We will find that 

V(T') = V(T ). (34) 

Had we taken a single sample of first -stage 
units each without replacement and employed 
the same sampling scheme at the subsequent 
steps as in the case of the separate indepen- 
dent samples then we will have 

X. 

1 =1 

and we will find 
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(35) 

V(T") = M2 + E(V(Xi) )J. 

(36) 

Comparing the variances we have 

2 
V(T') - V(T ") = ( M a ) 

2 
= M (k-1). (37) 

Thus the efficiency of the set of independent 
interpenetrating samples is less than a single 
sample of equivalent size. But clearly the 
difference in variances is the least when 
k =2. Therefore in this situation it is best 
to take only two independent interpenetrating 
samples beeause it will have the best possi- 
ble efficiency but still below that of the 
single equivalent sample. It will be noted 
that this conclusion is also true for single - 
stage sampling. The estimate of the variance 
of V(T') will be given by 

(T - T )2 (38) 
82 

i.e., as in (17). The kind of argument usual- 
ly advanced that (38) has "one degree of free- 
dom" and therefore is a "poor estimate" does 
not seem quite relevant in the context of 
finite population theory. 

If there is stratification in the uni- 
verse, in both cases considered above it will 
be seen that the same conclusions hold. 

The question of cost so far has not been 
mentioned in the discussion. Since the k sets 
of interpenetrating samples and the single 
sample of equivalent size have the same number 
of units at each step in sampling, the costs 
for the former cannot be greater than that for 
the latter in whatever way the allocation of 
units takes place. Indeed the k sets of inter- 
penetrating samples are likely to have common 
units (since the sets are replaced) and there- 
fore certain cost components may even be less. 

4. Confidence limits for finite population 
estimates 

Much has been said on this problem by 
Lahiri (1954) in his monograph and therefore 
the remarks which follow will be by way of a 

commentary and little can be added to it. 
Also a general theoretical discussion of this 

kind without consideration of this problem 
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would not be complete. 

When the estimates from interpenetrating 
(or replicated) samples are linearly combined 
as in (13) the possibility that the resulting 
estimates for some or all of the several 
characteristics will have a normal form can- 
not be ignored particularly if the number of 
strata is large. Therefore for characteris- 
tics which are abundant, confidence limits of 
population values may be set on the basis of 
Student's distribution using the k estimates. 
However, we have just shown that for a given 
overall sample size for a multistage iesign 
without replacement at the first stage and 
with equal probabilities, it is best to use 
only two interpenetrating samples. This con- 
clusion may or may not be true for other 
types of sample designs when units are drawn 
without replacement at the first stage and 
with unequal probabilities. Therefore for 
such designs it may be prudent not to have 
too many sets of interpenetrating samples. 
Some balance has to be struck between the 
opposing attractions of shorter confidence 
intervals (because of smaller t- values for 
larger number of degrees of freedom) on the 
one hand and on the other hand of the possi- 
bility of increased efficiency in the esti- 
mate of the standard error because of fewer 
replications. 

The above difficulties can be remedied 
by certain arguments advanced by Savur (1937). 
He advocated the setting of confidence limits 
for the population median rather than the 
population mean. Most characteristics of 
finite populations are not distributed sym- 
metrically. Now whena population of esti- 
mates (for a characteristic in question) each 
made up of a large number of observations is 
formed, most of these estimates will cluster 
round the true value and the median. Here it 
is necessary to point out that the true value 
and the expected value of the estimate are 
not necessarily identical. Suppose the dif- 
ference of the cumulative probabilities up 
to the true value T and up to the median is 
J, a very small quantity. Let the k indepen- 
dent estimates (which may be of any kind 
including ratios) be ordered as follows: 

T ..3 ....I 

where is the least and the greatest. 

Suppose the true value T is below the median. 
Then the cumulative probability up to T is 
V2 - Therefore the probability that all 
k estimates lie above T is (V2 + and all 
lie below it is (V2 - á)k. Hence the proba- 
bility that some will lie below T and some 
above is 

a 1 - (V2 (1/2 d)k} 
(39) 

- (V2)k -l. 

if is very small as compared to its consti- 
tuent binomial terms. 

. . P(T T T ) 

(V2)k-1 

(4o) 

It will be noted that when k = 5, a' = .9375. 
How small should be, can easily be worked 
out from the relevant terms in the expansion 
within braces in (39). However, if we cannot 
ignore we can always make statements of 
inference conditional on it assuming a cer- 
tain value as follows: 

T<T I 

= 1 - + (1/2 + b)k . (41) 

Similar arguments have been advanced by 
Lahiri (1954) on the s;sumption that the true 
value and the median are for all practical 
purposes identical. Thompson (1936) also 
investigated the problem but from-slightly a 
different point of view. 

5. Interpenetrating samples which are not 
independent 

At this stage comment on the use of auch 
samples is appropriate. The samples may have 
units or elements which are linked by some 
rule or they may have overlapping units. 
Thus because the samples are not mutually 
independent difficulties are created in the 
investigation of the properties of their 
estimates. Even combined linear estimates 
may not be unbiased. 

Further the derivation of estimates of 
variance leading to simple formulas as in 
(14), (15), and (16) does become possible. 
Also it is hard to find a way of determining 
confidence intervals on the same lines as in 
section 4 simply because the estimates are 
not independent. 

6. Some applications 

(i) Price Index Numbers. There are a 
large number of problems in this area which 
are familiar to economic statisticians. The 
question of sampling errors in the "weights" 
(in the sense of price index theory) used in 
the computation of index numbers does not seem 
to have been given attention. Kelly (1921) 
and Knibbs (1924) considered this problem. 
Recently Banerjee (1960) and Koop (1952) 
also considered the problem. 

Because a price index number is a compli- 
cated ratio, the determination of its variance 
(if it has elements in its formula which can 
be treated as random variables) is very com- 
plicated. For example, consider an index 



number of the type 

po go 

qo 

servative for at least some time then the 
use of V (I' ) will be of some help in prac- 
tical situations, e.g., in wage adjustments. 

(42) Further if more than two independent 
interpenetrating samples, e.g., five, are 
used, then a confidence interval, with a 
high confidence coefficient, 

= 1 - (Y2)4 = .9375, for the true 
index number will be obtained. 

If the base year prices and quantities are 
determined by sampling methods then they will 
be subject to at least sampling errors the 
formula for which will depend on the under- 
lying method. Now 

2 

V(I) = V(w) 

where 

w po qo 
o 

qo 

(43) 

(44) 

and assuming that l is determined by 
P o 

some reliable pricing system. 

Now the expression for the variance of 
wo, a ratio, will be very complicated. In- 

deed even if it is agreed that the methods 
used to find an expression for it are valid 
it is almost intractable. 

Had we used two independent interpene- 
trating samples, then there would have been 
two independent sets of weights for the set 
of goods and services consumed by the popu- 
lation under study. With the same price 
information generated by some system (govern- 
ment) we can separately compute two index 
numbers which are statistically independent. 
Suppose they are I1 and I2. We will find the 

average, which has been shown to be the best, 
to be 

and 

(ii) Number of different words in a 
book. There has been a discussion 

on a class of problems of this type by 
Hosteller (1949) who commented on the solu- 
tions proposed by various statisticians. 

Suppose we sample, by some probability 
system, n lines out of a total number N in 
a book and count the number of different 
words and find it to be r, then a consistent 
estimate of the number of different words 
will be given by 

Now 

W' 

2 
V (W' ) = V(r) 

(48) 

(49) 
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and we will find that the expression for V(r) 
is very difficult to determine. Had we taken 
two independent interpenetrating samples and 
found the number of different words to be r1 
and r2, then we will have 

and 

W' =(Y2)(wi + W2) (50) 

2 
V(W2) =(Y2) V(r). (51) 

Now although we do not know V(r) we can esti- 
mate it as 

(45) (r) =(Y2)(rl - r2)2 (52) 

which is an unbiased estimate of V(r) and 
therefore we find 

(I' ) =(Y4) - I2)2, (46) 

so that the coefficient of variation of I' 

will be 

(Il 

Il + I2 
(47) 

a very simple formula. In the light of the 
discussion in section 2 the index can be of 
any kind and not necessarily of a naive type 
used above for illustration. The sampling 
error will reflect the variations displayed 
by the population when it was surveyed. If 
these variations can be assumed to be con- 

(W') = 
N2 

(rl - r2)2 (53) 
n 

so that we have a standard error to assess 
the precision of our estimate. This illus- 
tration shows another attractive property of 
the technique of independent interpenetrating 
samples. Formula (48) is essentially of the 
same type as Haenszel's formula. His ulti- 
mate units of analysis were elements whereas 
here the elements are clustered (as linee). 

We assume theft the book is not a mathemati- 
cal text where usually one is hard put to it 
to define lines. 
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